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Berkeley harbor with Golden Gate Bridge (left) and Marin Headlands in the distance (IMG_4041.JPG)


The primary purpose of this meeting was to exchange views on the mission-PDS4 archiving experiences of MAVEN and LADEE.  Dave Mitchell of MAVEN led the first discussion Tuesday and Greg Delory and John Karcz of LADEE led the second on Wednesday.  

Mitchell is the third MAVEN archiving coordinator, and his relationship with PDS has been good.  But earlier coordinators were generally not receptive to advice from PDS, slowing development of archive plans and leading to misunderstandings on data processing levels, formats, and labeling requirements.  Atmospheric instrument teams and the magnetometer team have designed their archives around ASCII tables using label templates provided by PDS; but particles and fields teams have insisted on using CDF, which is popular in the heliophysics community but not planetary, and presents labeling challenges in PDS4.  In fact, PPI is generating the P&F labels with little involvement from those teams.  First data deliveries will be in March 2015.  MC assigned three new action items to PPI in preparation for additional CDF-related discussions during its next telecon on 2 December.  In addition, Ray Walker will investigate whether CDF/A (a proposed, but never completed, version of CDF for archiving) might be useful to PDS.

LADEE has completed its deliveries of raw and calibrated data; derived products, not included in the mission’s original plan, are queued but the delivery date remains TBD.  Products are ASCII tables, which are both simple and easily generated.

Both missions acknowledged the difficulties in meeting PDS4 standards, which have been a ‘moving target’ during their developments.  They also noted that documentation was extensive but not always useful.  They found one-on-one consultation with PDS representatives to be most important and also used Data and Archiving Working Groups (DAWGs) to manage development internally.

In other areas, Bill Knopf said that the Cooperative Agreement Notice (CAN) remains in progress but that its schedule for release is still uncertain.  In the meantime, all Discipline Nodes (DNs) have funding under the current Continuing Resolution for another month; what happens after that is up to government leaders in Washington.

Ralph McNutt was introduced as the incoming PDS Chief Scientist.  Faith Vilas will remain available through March.

There were status reports on the Build 5a release of PDS4, its software and tools, and its Information Model and supporting documents.  Dan Crichton will schedule the first of several biannual virtual Tech Sessions to discuss tool software development status and priorities.

Todd King made a presentation on possibilities for archiving software systems — that is, preserving entire software environments for future use.  There was little enthusiasm for pursuing this; but King said the Information Model already supports such archiving for those who want to try.  He also made a presentation about possible collaboration with Thomson-Reuters on setting up a citation index for PDS data, which would be similar to indices for publications.  Bill Knopf will determine what arrangements are needed with NASA HQ to move such an agreement forward.
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Berkeley hills and campus from the Marina (IMG_4045.JPG).

Planetary Data System Management Council Meeting

18-19 November 2014 (Day 1 of 2; 8:30 AM – 5:30 PM PST)

DoubleTree Berkeley Marina – Mariposa Room

Berkeley, CA

Notes from the PDS Management Council (MC) face-to-face (F2F) meeting by Dick Simpson.  This was a two-day meeting.  These are detailed notes from the first day; an executive summary precedes these notes, and detailed notes from Day 2 follow.  Action Items, in uppercase red, are embedded within the narrative and are also summarized at the end.  Presentations can be found on the meeting web site at:
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Incoming PDS Chief Scientist Ralph McNutt (left) with Project Manager Tom Morgan at the beginning of the Wednesday executive session (IMG_4049.JPG)
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Dave Williams (NSSDCA)#
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Housekeeping (Morgan):

Tom Morgan called the meeting to order at 08:20 local time. 

Program Status (Knopf):

Staffing:  Chuck Gay has retired from government service; he will be working for a small firm (SGT) in Greenbelt, which also employs Ed Weiler, Orlando Figueroa, and Doug McCuistion.  Jeff Yoder will take Gay’s position, vacating his current role in Program.


CAN:  The Cooperative Agreement Notice remains ‘in progress’.  There is little enthusiasm at HQ for another one-year PDS extension, but the CAN timetable is unknown.  Even though the ‘comment’ period has been dropped, it is difficult to see how the CAN would fit into the current fiscal year.  Showalter noted that he becomes absorbed by New Horizons in Spring 2015; he cannot write a proposal during the middle part of the year. David Schurr has promised that PDS will not be broken.


Funding: FY15 funds have been flowing so far, but the current congressional Continuing Resolution expires on 11 December.  What happens between now at the 11th is not clear.


Chief Scientist:  Ralph McNutt will be replacing Faith Vilas as PDS Chief Scientist over the next few months; Faith remains on board through March.

Incoming Chief Scientist (McNutt):


McNutt is looking forward to his new role in PDS.  He was involved with the last PDS Senior Review.  Ralph is at APL and has been the Project Scientist for MESSENGER; he has several other active spacecraft projects, including interest in power sources for long missions.

Discovery Proposals (Morgan and Grayzeck):

Morgan quickly went through some slides prepared for the Discovery pre-proposal telecon.  Comments are invited.  He ensured that the PDS contacts listed are not going to appear as PIs or Co-Is on new Discovery proposals.

Grayzeck said Michael New expects that some Discovery proposals will include transmission of compressed data from spacecraft; do we expect to archive those?  Joy noted that data are often transmitted in compressed form and that it is not a PDS responsibility to archive the compressed form; several people agreed.  See additional discussion at beginning of Day 2.

Archiving of Software Systems (King):


PPI is transitioning to virtual systems, and this has led them to think about whether there might be value in preserving software systems as archival products’.  Such systems represent sizeable investments, but they depend on specific hardware and O/S configurations, which rarely remain operable after 20 years.


‘Future Forward’ is any method of design that can be upgraded with relative ease.  King believes that the ‘ubiquitous’ platforms of today will likely be supported in the future (such as computers built around the Intel 8086).  ‘Containers’ are light-weight virtual machines that mimic hardware platforms; Docker is a container vendor, and its ‘images’ are tar files which run under Linux.  In principle such tar files can be stored for years, then untarred and installed on a suitable future platform to reproduce today’s operation(s).


King believes PDS should look into whether the organization wants to archive ‘containers’.  Raugh couldn’t see that software archives would benefit PDS; Simpson added that we have enough on our plates already.  King countered that there may be substantial benefits to having mission systems available to future users.  Beebe said that Cassini had done a conceptual exercise and found that careful documentation of algorithms was more useful than original software.  King said the current Information Model supports software systems archiving for those who want it.  Rose is not convinced that a tar file is likely to run decades from now because of subtle changes in the underlying platforms.  Raugh noted that Rosetta had tried to develop a ‘box’ and that the failure rate on porting was 30-60% across current platforms.

MAVEN Overview (Mafi):


Mafi provided an overview of MAVEN archiving.  SISs have been signed and sample products delivered; a preliminary PDS review has been conducted (except for MAG).  Dave Mitchell has been leading the mission archiving effort.  Early delays have not caused long-term problems; changes are expected as review liens are resolved.


At the time of the ORR (September 2013), archive products appeared to be PDS4 binary tables and arrays, character arrays, headers, delimited tables, and SPICE kernels.  Since then Array_4D and Array_5D have been added to the list.  In response to a question, Mitchell said that an example Array_5D would contain data with the following axes: two angles, energy, mass, and time.  

It is important to note that PDS4 is able to specify where the data are located physically in the archival products but that table columns, for example, cannot necessarily be interpreted as parts of a parent table within the file because the columns are not adjacent in storage.  PPI is producing many of the particles and fields labels; ATM provided templates to atmospheres instruments, and the teams are filling them out.  MAG tables are ASCII, and MAG is generating the labels.

MAVEN/PDS4/CDF: Lessons Learned and How PDS Can Do Better (Mitchell):


Mitchell is an instrument lead as well as coordinating MAVEN archiving.  Archiving experience within MAVEN ran from none to extensive (but mostly in Heliophysics).  Mitchell himself has submitted 3-D ASCII tables to PDS in the past.  Estimates of effort required to carry out the archiving tasks varied widely; that is an area of possible future improvement — such as by updating the relevant appendix in the Proposer’s Archiving Guide.  Lessons learned include:


1. Better early planning and a realistic schedule: Look at the big picture and use that to determine where archiving tasks fit within the overall work flow.  There is a conflict between instrument development and launch and the needs of archive planning (which also requires input from instrument teams).  Mitchell recommends that PDS not expect SISs before launch (for missions with multi-month cruise phases).  On the other hand, cruise time can be used very effectively, especially if it includes peer reviews.  MAVEN’s ‘transition’ to science has been used for testing the real pipeline.


2. First interaction: Lay out archiving tasks, establish a realistic schedule that meshes with the mission work flow and meets archiving requirements, and identify tasks that can and should be done early.


3. Key tasks/decisions that need early attention: Establishing file naming and directory structure conventions, versioning, and time standards, archive formats (and adoption of CDF, with constraints) needed to be decided early.   Early interaction with Space Physics Data Facility (SPDF) would have helped.  A clear definition of ‘raw’ data in the context of an archive and the constraints on producing such an archive.


4. Focus on what it takes to play a more active role in providing data to the science community: Adopt file formats useful to the science community, and adopt the Science Data Center directory structure, which allows PDS to plug into the science analysis software.

PDS4 Update/Build 5a Release (Crichton):


There are currently two builds per year — typically in March and September; EN is now putting the finishing touches on Build 5a.  Regression testing has been completed, and 41 test cases have been run with no major anomalies.  CCB controls changes for each build, and IPDA provides international input.  About ten missions have signed up to use PDS4, including JUICE, BepiColombo, OSIRIS-REx, ExoMars, and Mars 2020.  The Information Model is the core of each build; ‘artifacts’ (such as the Data Dictionary) can be generated once the IM is in place.  Software components of Build 5a include generate, transform, and validate tools; harvest and registry tools; catalog ingestion; search; storage; security; transport; and report.  Crichton would like to set up a registry for software and tools; Tom Stein has done some early work on this.


Crichton took an action item at the last F2F meeting to develop a policy statement regarding validation carried out by data providers before submissions.  He has worked this with Hughes, Joyner, and Simpson and will distribute the current draft shortly.

CCB Report (Neakrase):


There have been no CCB meetings since the October telecon, when there was a lot of activity around the Build 5a release.  Today there are 12 open SCRs, including several new ones from King at PPI.

The SCR Process document has been edited; an acronym/abbreviation appendix needs revision and there needs to be more detail on status settings in JIRA, and then it will be posted.  Some of the changes have been stimulated by ‘crisis’ mode activities around new builds.


The new CCB website has been moved to

https://pds-engineering.jpl.nasa.gov/content/ccb
Information  Model/DDWG Updates (Hughes)


Information Model v1.3.0.0 was released on 30 September; v1.4.0.0 will be released on 31 March 2015.  Version 1.3.0.1 was released in late October after a month of testing.  The majority of recent changes involved Schematron rules and updates to permissible values.   Cartography and geometry dictionaries should be appearing in v1.4.0.0.  CCB-78, 84, and 85 will be included.  CCB-88, 89, and 90 are in queue for CCB consideration and may be added.  Raugh asked what ‘in queue’ meant; after some discussion, Hughes said ‘in queue’ means that it is being considered by CCB but that exactly how it is being considered will be explained in the SCR Process Document.  He volunteered to see that the document is finished, but there was a different action taken during the executive session.


DDWG meets for (nominally) an hour once every two to four weeks.  Special teams are addressing specific problems: cartography, geometry, NSSDCA/PDS interface, metadata consistency, and document improvement.


The Geometry Group has captured geometry requirements that cross disciplines, and seeks to obtain a consensus model for ‘geometry’; it then will develop a dictionary.  It is currently focusing on classes for orbital/flyby and landed missions.  OSIRIS-REx has a draft, and InSight needs one soon.  A question was raised whether such discipline dictionaries should be passed through the CCB.  Many voices were raised in objection, but there was some sentiment for having it reviewed by DDWG.  Hughes noted that all LDDs have to be passed by a tool that validates them prior to their being merged with the common dictionary.


The Cartography Group has captured planetary cartography requirements and definitions that cross disciplines and projects.  It will produce a cartography dictionary.  A preliminary dictionary has been implemented and initial testing is in progress.


The NSSDCA/PDS Interface Group is developing an interface for transferring PDS4 data to NSSDCA for deep archive.  It should automate deliveries, eliminate multiple ingestion of products, provide the ability to recover individual basic products, and perform data integrity tests.


The Metadata Consistency Group is seeking an explicit set of attributes to be used as search parameters for products, collections, and bundles within the entirety of PDS4 holdings.  It is considering a ‘query model’ template and test cases.  One test case is how to search for a mission science collection; another is to find products within the LADEE data.  What search parameters are needed in each case, are they required, and (if not) how do we search?


The Document Update Group keeps documents up to date; but this is a difficult assignment given the range of documents and the information that should be captured.  Morgan asked whether documents are useful; Mitchell did not recognize most, and Martin recommended that resources be devoted to tools rather than documents.  However, very little effort is actually going to documents now; so no specific change in direction was considered.


There have been requests for extracts of the Information Model that could be used in other languages, such as JSON, SKOS and OWL, and RDF.  Beebe noted that she gave a poster at DPS; positive reaction to the Information Model was inversely correlated with the age of the respondent.  Hughes gave a talk at the 10th IEEE International Conference on e-Science; he got more questions about how PDS4 was done rather than what was in it.  A discussion followed on how to interface with other data-centric sub-communities within astronomy.  Raugh likes the ADASS meeting; she attended the most recent, which was a couple months ago in Calgary.

Software Development and Deployment (Hardman)


Build 5a is being deployed at EN, where ‘virtual’ machines are going to be the norm.  DN deployments will follow, though ATM has already been updated and RINGS is in test status.  GEO may be next.


Sawmill software is installed at EN for reporting, which has been in progress since April.  Monthly reports can be seen at  

https://pds-engineering.jpl.nasa.gov/content/reports
Build 5a includes software for pulling logs from DNs via multiple protocols (ftp, sftp, and http).  Sean is currently working on transformation plug-ins for reports not in the NCSA Combined format.  He will be working with DNs to design and generate customized reports, including cross-DN mission reports.


Content validation will be an objective in Build 5b; EN is working with UCD to identify requirements.  EN is also looking into supporting FITS, will better integrate registry content and search results with available tools and services, and will start development of the Tracking Service.

Tool Strategy (Crichton):


PDS Level 3 Requirements 1.5.x and 3.3.x provide core tools (generation, label design, validation, library I/O, visualization and inspection, and transformation) around which other capabilities can be developed.  Some tools need to be made available to everyone; others are not likely to have wide appeal.  Crichton noted at the August F2F that it may not be necessary to design all tools from the ground up; it may be more efficient to transform data and then to feed files to publicly available or COTS software.


Mike Martin asked about installing Java over Yosemite on his Mac, which could be important if tools are written in Java.  Hardman said you need Java 8, but it seems to work fine on his machine.


PDS4 mission and user tools include ATM, IMG, and SBN data migration tools; SBN’s OLAF; and the ARC Table Explorer.

AMMOS-PDS Pipeline Service (Radulescu):


AMMOS is partnering with PDS to develop a pipeline service that integrates PDS4 label design with early error detection and improves synchronization between product generation and Information Model changes.  Components of the service are the label design tool (LDT), transformation, validation, reporting, a bundle builder, and a web console.  Costin then stepped through an example to illustrate how the pieces work.

UCD Report (Rose):


Focus in FY15 will be on PDS4 validation and maintenance of existing tools (LACE, PDS3 volume validator, Table Explorer, and PDS4 Tools Library).  Kate Crombie has been using LACE for OSIRIS-REx development; LADEE UVIS made some use of LACE.  

Tools are web-based and require Google, Linked-In, or full NASA authentication.  Mark recommended against the last; Raugh added that she has obtained NASA authentication and it has led to several unanticipated problems.  She also said there are lots of situations in which PDS staff cannot obtain an Internet connection, so having a local installation is important.  It also is unreasonable to clog the network with tool traffic when a locally deployable tool would free network resources for more appropriate uses.  Keller recommended that PDS personnel seek NASA accounts, but Guinness pointed out that this does not help ordinarily users.

MAVEN Discussion (Huber and Mafi):


The ‘lessons learned’ listed by Dave Mitchell were lessons that MAVEN learned and were rejected with a certain level of hostility when PDS suggested them at the beginning. MAVEN originally proposed to deliver high level products early if the mission didn’t have to archive EDRs; PDS rejected that offer and negotiations sputtered for a long time.  Two weeks before MOI IUVS didn’t know what their data products were going to be; MAG still doesn’t know, and the mission is now in its science phase.  Few of the people on MAVEN initially knew much about the inner workings of CDF, even though they were members of a community that uses CDF extensively.  Ironically, MAG is the one team that brought significant PDS3 experience.  Mitchell is the third archiving coordinator, and the PDS-MAVEN relationship is now reasonably good.  Gordon noted that early sections of the DPH could provide future missions with baseline information about archiving — such as naming conventions, making contact with PDS, and definitions of processing levels.  With allowances for MAG, Mafi is optimistic that MAVEN will meet its obligations to deliver the first data in March.

Beebe mentioned that the experience with Juno has been very different.  Bill Kurth has a strong background with PDS and knows the importance of early planning for archives.  He is also using the PDS monthly fever charts as a prod to keep the Juno teams moving forward — in fact, he fills out parts of the charts that ATM turns in to HQ.

OSIRIS-REx (Kolokolova):


The mission is doing very well.  Sample OCAMS data and labels have been delivered; those will be distributed for review this week.  Labels were created using the LACE tool from UCD.  The mission data dictionary is still in draft form, but it will be included in the review.  Sample data and labels from other instruments will be distributed for review in early 2015.  Kate Crombie is full-time on archiving; she started early in 2014 and will presumably continue through the remaining parts of the mission.

InSight Report (Guinness):


Slavney has been the lead for GEO; she has been trying to keep the mission on track.  There is usually a DAWG telecon each month; there was one last week.  Teams should be delivering draft SISs and labels in January and review-ready materials in March.  There will be a PDS review at the end of June 2015.  The data management plan has been written and signed by all except Bobby Fogel; he apparently has some concern about PDS4 processing levels, which should be easy to resolve.


HP3 and RAD are German instruments; they have been given templates and draft PDS4 labels.  They appear to be on schedule.  Their data sets are ASCII tables.  SEIS is French; GEO has provided similar materials.  SEIS has agreed to provide ASCII tables in addition to SEED formats.  They could use a generate tool for label production.  IDA is the Instrument Deployment Arm; it is basically a Phoenix arm that may do some soil experiments.  Reduced product generation may need ITAR clearance because of issues with arm design and operation; the engineer involved has been difficult to reach.  The cameras (IDC/ICC) are somewhat of a puzzle, but archive planning is in progress.  The meteorology package (APSS/TWINS) and magnetometer (MAG) are included to calibrate SEIS; SISs are in progress, though MAG appears no to have done much.  RISE measures Mars rotation using radio science; software has been written to reorganize records so that all records of the same type are contiguous and no more than 20 table objects need to be defined.

Workshop Report (Gaddis):


Gaddis is working with LPI to organize a data workshop in Flagstaff next year.  LPI will request funds from NASA to manage the workshop after determining the budget requirements.  There is likely to be a registration fee; hosts paid for refreshments last time.  About 150 people attended in 2013; attendance could be somewhat higher this time because there won’t be a conflict with mission senior reviews.  Other TBDs include workshop location, draft session titles, break out sessions, invited speakers, and the schedule of planning telecons.  The organizing committee includes Gaddis, Hare, Hagerty, Crichton, and Guinness from PDS, USGS, and RPIFN; and Sam Lawrence (cartography).  Nadine Barlow has offered to be a ‘convener’, which might yield lower rates if the venue is at NAU; but the air conditioning and sound system need to be improved over 2013 performances.  LPI will produce the workshop report.

Challenge Workshop and Future Challenge Activities (Grayzeck):


The Rings Challenge was completed on 31 October; three solutions were submitted.  Preliminary testing of the results indicates a 67% success rate and a teachable algorithm for the best, a result which was reported at DPS.  The Challenge Workshop at DPS drew 19 registrations, but only 5 people showed up.  There was some discussion around a DPS poster, which may have been more productive.  Grayzeck is optimistic that another challenge can be proposed, but it needs someone at NASA HQ to provide funding.  Gordon said a good challenge is a software assignment that appears to have a solution, but no one to do the work; it also requires data with and without the phenomenon.

Executive Session (McNutt):


After a short discussion, it was decided that Neakrase should complete his revisions to the SCR Process Document as soon as possible and then hand it to Crichton who will review the result with Simpson.


Crichton would like to know which DNs are developing PDS4 tools.  DNs should provide a list of those tools by the end of November.  Then Crichton will include the status of those tools (as well as the tools being developed by and for EN in his monthly reports to MC starting in January.

Old action items and directives to the Engineering Node were reviewed; see attached lists for current status.


A discussion on the MAVEN CDF archives followed.  Because there will need to be changes in the Information Model to support Array_4D and Array_5D before MAVEN makes its first delivery in March, these need to be initiated as soon as possible.  The executive session was also concerned that documentation from some teams provides little or no information about PDS4 structure.  The following three action items were assigned to Todd King with a due date no later than 3 December:

1) For MAVEN SISs that do not have descriptions of file structure in PDS4 terms, write chapters that provide those descriptions.

2) Draft one or more SCRs to cover the remaining changes needed in the Information Model to support the MAVEN March deliveries — including, but not necessarily limited to, Array_4D and Array_5D.

3) Provide example MAVEN products (including labels) that can be discussed by MC during its 8 December telecon.

Adjournment (Morgan):


Morgan adjourned the first day’s regular session at 17:30 local time 


McNutt adjourned the executive session at 18:00 local time
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Planetary Data System Management Council Meeting
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Notes from the PDS Management Council (MC) face-to-face (F2F) meeting by Dick Simpson.  This was a two-day meeting.  These are detailed notes from the second day; an executive summary precedes these notes, followed by detailed notes from Day 1.  Action Items, in uppercase red, are embedded within the narrative and are also summarized at the end.  Presentations can be found on the meeting web site at:
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Participants:
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Housekeeping (Morgan):

Tom Morgan called the meeting to order at 08:30 AM local time. 

Discovery Proposals (New):


What if a Discovery proposal says data will be processed onboard the spacecraft and that there is no downlink of ‘raw’ data?  There are two possible cases: compression is applied before downlinking, and/or processing is applied (possibly to reduce volume) before downlinking.  There may be ITAR issues if PDS tries to archive compressed data; but, if downlinked data are partially processed, there’s nothing we can do.  PDS should receive uncompressed, ITAR-clean data that are as ‘raw’ as possible; but there no other requirements.  Galileo and Magellan downlinked ‘averaged’ data, and that became the raw data product for archiving.  Beebe and McNutt will review the Discovery documents to make sure the language is clear.  Morgan will provide the URL(s).
NSSDCA Status (Williams):


Thirty-eight volumes have been submitted to the deep archive since the last MC telecon from PPI, PSI, and SBN.  One volume had been previously ingested, and there were two cases in which the wrong volume was submitted.


Archiving status reports were sent to each node’s designated point of contact on 11 November.  Some nodes provided content updates; no format changes were requested.  Node managers will be added to future distributions.  Bill Harris has confirmed that he received the PPI report.


Tests of the high-speed internet have been conducted between PPI and NSSDCA; the rate was about 3.5 MB/s, which is slower than the normal rate.  There appeared to be protocol problems rather than bandwidth issues; NSSDCA is investigating.  Chris Isbel is almost ready to transfer 9.6 TB over the new line as a test from USGS.

Possible Collaboration with Thomson-Reuters (King):


Thomson-Reuters maintains a Web-of-Science index; it can elevate data to the same level as publications.  It was launched two years ago and is partly a response to actions by various governments, including the U.S.  To be listed, Thomson-Reuters requires that the material be of interest to the community, that the holdings be persistent and stable, that there be good documentation, and that there be links to literature.  The system currently has 4M records.  Required metadata include a unique ID, author, date, repository, a URL/DOI, and title.  Thomson-Reuters strongly recommends use of standard index terms from community support lists (the Thomson-Reuters dictionary/thesaurus).  Thomson-Reuters provides the number of times an entry is cited and citation ‘alerts’; for a two-year commitment, PDS could have two accounts through which staff could log-in to monitor activity and records.


Todd has created a mapping between PDS and Thomson-Reuters metadata; we have everything they need.  To participate MC would have to agree to cooperate, provide a metadata sample, determine an agreed-upon plan for cross-walking for its metadata, and provide periodic updates.  Thomson-Reuters would create the repository record.  Whether PDS ‘draft’ and ‘accumulating’ data sets/bundles/collections would qualify as ‘stable’ needs to be discussed.  To move this forward would probably require a signature from NASA HQ.  No one raised any significant objections.  Knopf will investigate.  We might need to revisit the question of required terms in labels.

LADEE Overview (Beebe and Huber):

The archiving principals had very little archiving experience before joining LADEE; but they did an outstanding job on a very respectable schedule.  The task is now essentially done, and PDS4 is operational.

LADEE PDS4 Experience (Delory):


Delory has been Deputy Project Scientist on LADEE. ATM made initial contact only days after Delory took his position.  Instrument teams were already experienced in PDS product development.  The mission has had a PDS process in place since 2009; the DAWG was established in 2011 and met as needed (weekly in early stages, less often later).  The archiving process was modeled on MESSENGER’s.


The spacecraft was in Earth orbit for a month, then cruised to lunar orbit.  There was a prime mission of 100 days followed by 45-50 days of extended mission before the spacecraft crashed into the lunar surface.  Data products are at processing levels from raw through derived.  ASCII tables were sufficient for science; there were no strong drivers for more complicated products.  All calibrated data had been delivered by 21 November; derived product delivery is still TBD.  The transition to XML was significant, but LADEE received a lot of good help from PDS; general reaction was that the changes required adjustments, and a lot of work was required; but the result was worth it.  

Delory especially likes use of PDF/A for documentation.  New processing level categories worked well; there was little confusion in deciding which term applied.  The bundle organization made sense.  The NAIF archive was a little different in that there is less awareness within ‘mission world’ of NAIF and how it fits into archiving; NAIF representatives are now DAWG members.

LADEE Instrument Team Experience (Karcz, Shirley, Benna, Szalay, and Delory):

Karcz (UVS) had no archiving experience; Mark Shirley (also UVS) had previous experience in PDS3 with LCROSS.  Shirley did most of the analysis, and Karcz took the data from there.  Submitting data to PDS4 standards was a little more difficult than under PDS3 but not enough to outweigh PDS4 advantages to PDS.  Organizing the bundle was trickier because of internal linkages (such as from processed data back to raw).  PDS4 documentation was extensive but not easy to follow; using the Data Dictionary was particularly challenging (hyperlinks might help).


Karcz feels that PDS4 tools could be improved.  Validate.bat worked nicely for sets of individual products (and because it could be included as a command-line instruction in pipeline software); but it couldn’t validate the bundle.  PDS3 volume validation was better.  LACE would have been very helpful if it had been available sooner.


The UVS science team used a different version of products than was sent to PDS; this was because the labeling effort lagged.  Also there were four PDS4 files per product, which was difficult for scientists to use on their laptops.  Data organization is still under discussion and there may be a resubmission next year using a better organization and updated calibrations.  Beebe commented on the excellent geometry information in the labels.  Shirley added that SPICE was very easy to integrate in the processing pipeline, and McLaughlin noted that NH and DI have also integrated SPICE successfully.


Benna (NMS) had not done much with archives before; but members of his team are archiving equivalent data on MSL and will be doing more on MAVEN.  Two software engineers developed the XML labels; coding was not an issue, but knowing what needed to be coded took some time to absorb.  A workshop of a few days that allowed coders to immerse themselves in PDS4 was helpful.


Jamie Szalay (LDEX) was happy to have the label design tool.


Gordon asked how much time was needed to develop each archiving process.  Huber and Karcz were putting in a quarter to half FTE at the peak.  Lyle’s estimate is that 0.5-1.0 FTE was needed by each instrument team over the lifetime of the mission; another 0.5 FTE was needed at the mission level.  The NAIF addition is hard to judge.  A more complex mission might require more.


Beebe is looking for feedback on LADEE help pages.  She will distribute requests at AGU.  For details, visit 

http://pds-atmospheres.nmsu.edu/PDS4BETA/LADEE_Intro.html
Future Meetings (Morgan):


MC should do rough planning for a F2F meeting in March-April 2015.  Morgan suspects Pasadena might be the location.  Detailed planning should be avoided pending better understanding of the CAN schedule.  McLaughlin suggested a virtual meeting, but Morgan noted that he is much less enthusiastic about WebEx after this meeting.  Acton said the venue used for the NAIF/SPICE workshop in the DC area had very good wifi.


The next MC telecon is scheduled for 8 December.

General Discussion (Morgan):


Carole Boyles asked whether PDS should develop a ‘business model’ aimed at new missions that would include introduction to PDS and training.  New missions include Mars 2020, the next Discovery selections, and a possible Europa mission.  SPICE workshops have been very successful, and Raugh has organized and run workshops.  Beebe warned that nothing works better than one-to-one contact early in mission planning.  Guinness believes Arvidson is going to talk to interested Mars 2020 parties at AGU; some teams on Mars 2020 are international, and scheduling an introduction at a PSG may be efficient in gaining the attention of multiple teams in one setting.

Adjournment (Morgan):


Tom adjourned the regular session at noon local time.

Executive Session (McNutt):


Ralph McNutt convened the executive session at 1:00 PM local time.


Group Achievement Awards: Crichton has nominated non-JPL PDS staff for NASA Group Achievement Awards,for contributions to PDS4, which he passed out to MC members for distribution to staff.


Archive Formats:  McNutt opened discussion on CDF and possible PDS Challenges.  Is there some way we could obtain conversion software that would do translations to/from CDF?  Showalter is worried that complex formats, such as CDF, will dominate archives at great cost when the necessary support is factored in.  One problem in the past has been that HQ has never backed up PDS when instrument teams demanded that we archive special formats.  IMG is dealing with JPEG formats (several), which do not meet PDS standards; in the case of some instruments, JPEG is the format generated by the instrument itself.  

Ray Walker noted that both LADEE and MAVEN have argued that the data should be archived in formats that are close to their user communities.  Ray has given up on fighting CDF.  He thinks there may be ways we can constrain CDF to formats which overlap with PDS4 and which are stable over time.  CDF/A was proposed some years ago and might still have value.

Walker will locate the CDF/A documentation and determine how it relates to current versions of CDF.  Ed Grayzeck will then approach Bob McGuire at Goddard to see whether the CDF group would be willing to support CDF/A for archiving use.
Discussion then shifted to Challenge opportunities.  Showalter said that, despite instabilities in personnel, TopCoder handled the latest Challenge well and the results have been interesting and useful.  Grayzeck might then seek HQ approval to pursue another Challenge.  Walker will write a two-paragraph statement of the problem to be posed.

Archive Budgeting: Beebe suggested that there be a serious review of archiving plans at the end of Phase A for new missions.  If the plan is not mature, it is unlikely that there will be a budget for proper archiving and questions should be raised.  How to get this into proposal reviews is not clear; there are a lot of other critical issues being addressed at the end of Phase A. Beebe stated the problem as: 

In order to assure optimal planning and efficiency in producing PDS4-compliant archives, when missions are selected for Phase A studies, they should be made aware that at the end of Phase A, they must present an archiving plan that defines the scope and costs of producing the mission archive.

Morgan will ensure that Michael New’s attention is drawn to the paragraph.


There being no other business, McNutt adjourned the executive session at 1:45 PM local time.
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MC Action Items

Ordered by date of origin; current status is given in red; 

action items which have been overstruck will be removed from future versions of this list.
2014-02-10/01 (Vilas, ASAP): Continue MC discussion of proposed geometry policy via e-mail.  Continuing.

2014-08-11/01 (All, ASAP): Notify Knopf when approved funding extensions reach institutions.  Closed by the passage of time.

2014-08-26/01 (Raugh, ASAP): Send Showalter a New Horizons image product for rotation testing.  Closed.

2014-08-26/02 (King, 2014-10-13): Complete the CDF constraints document so that it can be distributed to potential data providers working with CDF.  It should include examples properly labeled for PDS4 ingestion.  Still needs examples.
2014-08-26 (McCaslin, November): Distribute a report of deep archive status to each DN a week before each F2F MC meeting.  Closed.  Add new AI for Pat to add Node Managers to future distributions.
2014-08-27 (All, ASAP) Send Acton recommendations on mission visualization.  Closed, although Chuck received nothing.
2014-10-20/01 (Morgan; ASAP): Contact AAS about sign-ups for the Challenge Workshop.  Done; closed.
2014-11-18/01 (Neakrase, ASAP): Complete revisions to the SCR Process Document and return it to Crichton.  Appendix to be added.
2014-11-18/02 (DNs, 2014-11-30): Send Crichton a list of PDS4 tools being developed locally.

2014-11-18/03 (King, 2014-12-03): For MAVEN SISs that do not have descriptions of file structure in PDS4 terms, write chapters that provide those descriptions.
2014-11-18/04 (King, 2014-12-03): Draft one or more SCRs to cover the remaining changes needed in the Information Model to support the MAVEN March deliveries — including, but not necessarily limited to, Array_4D and Array_5D.
2014-11-18/05 (King, 2014-12-03): Provide example MAVEN products (including labels) that can be discussed by MC during its 8 December telecon.
2014-11-19/06 (Beebe and McNutt, before 2014-11-24): Review language in Discovery package to determine whether language is clear about archiving compressed or partially processed ‘raw’ data from a spacecraft.

2014-11-19/07 (Morgan, ASAP): Provide Beebe and McNutt with necessary URL(s) to carry out 2014-11-19/06.

2014-11-19/08 (Knopf, ASAP): Investigate at NASA HQ what would be required to set up a cooperative agreement with Thomson-Reuters.

2014-11-19/09 (Mafi and Huber, ASAP): Review DPH to determine whether text meets expectations of MAVEN/LADEE in their lessons learned.

2014-11-19/10 (Guinness, 2015-01-12): Determine the Mars 2020 schedule and recommend a process for introducing mission teams to PDS4 archiving.
2014-11-19/11 (Walker, ASAP):  Locate the CDF/A documentation and determine how it relates to current versions of CDF.  
2014-11-19/12 (Grayzeck, after completion of 2014-11-19/11): Approach Bob McGuire at Goddard to see whether the CDF group would be willing to support CDF/A for archiving use.

2014-11-19/13 (Walker, after completion of 2014-11-19/12):  Write a two-paragraph statement of the CDF transformation problem to be posed as a Challenge.
2014-11-19/14 (Morgan, ASAP: Ensure that Michael New’s attention is directed to Beebe’s paragraph on Phase A archive planning at the end of the November MC F2F minutes.

2014-11-19/15 (All, ASAP): Send feedback on LADEE help pages to Beebe.
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Directives to EN

Ordered by date of origin; current status is given in red; 

EN directives which have been overstruck will be removed from future versions of this list.
2014-08-26/B (Crichton with Simpson, ASAP):  Convert the proposed validation policy to a definition of PDS4 compliance.  Crichton will email the current draft to MC.
2014-10-20/A (Crichton, ASAP): Determine best way for non-JPL personnel to help with definition and evaluation of PDS4 software tools.  Crichton has proposed a bi-annual virtual tech session to review the list of software tools and their development.  Closed.
2014-11-18/A (Hughes, ASAP): Resolve remaining issues and complete SCR Process Document.  Subsumed by new Action Item 2014-11-18/01 and Engineering Node Directive 2014-11-18/B.
2014-11-18/A (Crichton, 2015-05-01): Schedule the first of several bi-annual virtual tech sessions on tool software status and priorities.

2014-11-18/B (Crichton, ASAP): review Neakrase’s edits to the SCR Process Document with Simpson.

2014-11-18/C (Crichton, 2015-01-12): Add status of DN-developed PDS4 tools to monthly EN reports.
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